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Assumption: network behavior is deterministic
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A language for modeling & reasoning about
networks probabilistically.
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Probabilistic Reasoning
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Probabilistic Reasoning

Utilization?

ProbNet
INnput

di

]

KAT model p,

stribution
— traffic distribution v = [p]T(u) € Dist(2F)

utilization query: Q:2° = [0,00]

expected utilization: E,[Q]



How to implement this?

]

Q dv
Lebesgue//‘ \ continuous
Integral distribution
over 2"

Key Question: Approximation?
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Main Results

1) Star-free programs generate only finite distributions

2) lIteration may introduce continuous distributions ...
... but can be approximated by bounded iteration

but different topologies give different notions
of limits, continuity, and approximation

4) Queries can be approximated
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Q:2H—R
Q(A) = |A

“network congestion”




CPOs for ProbNetKAT

If a larger set of packets (in the sense of C) is input to the
ProbNetKAT program, then the probability that a given set of
packets occurs as a subset of the output set can only increase.

history sets distributions programs query results

[Saheb-Djahromi,
Jones & Plotkin]

+,+,*®, E[-] respect this order!



Summary

— any program is approximated to arbitrary precision
by finite distributions!

— any query is approximated to arbitrary precision
by finite sums!

— convergence is monotone!

— implemented in OCaml in ~300 LOC



Applications



Fault Tolerance
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Topology
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ECMP, KSP, Multi, Racke

Routing Algorithms
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1. Assemble ProbNetKAT Mogel
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2. Approximate Traffic Distribution



F[hopcount] < E»[hopcount] < ...

1 hopcount : history -> 1nt

2 hopcount h = List.length h

3. Approximate Network Metrics
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Ongoing Work

Richer language (e.g. link capacities, queuing, etc.)
A-B: @1Gbit/s

Efhicient implementation that scales to large networks
1 [

Axiomatic reasoning and a decision procedure
—p=q
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A continuous distribution

((ro! ® mq!) e dup)*

execution

'

infinite path

random output
e 2"

How many paths are there? — one for everyr e [0,1]

What's the probability of any particular path? — 0



laming *
Recall: [p] € 2" = Dist(2")
Whatis [p*]?

[p™](a) = py
Xo =2
Xn+1 ~ |I|O]](><n)
YZZXQUX1 UXzU

ldea: stop executing loop after n iterations
> Yn=XouU ... U Xy

- [p*1(@) ="limq pyn”



